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Personalized preference based electric vehicle
charging recommendation considering photovoltaic

consumption: A transfer reinforcement learning
method

Wenlei Chen, Di Liu, Junwei Cao, Senior Member, IEEE

Abstract—The electrification of transportation has emerged as
a notable trend due to advancements in battery technology and
the widespread adoption of renewable energy such as photo-
voltaics (PVs). Many countries have instituted policies aimed at
expediting the penetration of electric vehicles (EVs). However,
prolonged charging queues and the failure to adequately meet
personalized preferences for charging price and time cost have
significantly impacted the user experience, thereby impeding the
broader adoption of EVs. Moreover, the potential of EVs to use
the power from PV panels at charging stations for lower charging
tariffs through charging recommendation has not been fully
explored. In this paper, we present a charging recommendation
method to optimize the drivers’ charging experience, offering
three recommendation modes: time priority, price priority and
balanced to enhance the compliance level of recommendations.
We also consider PV generation in the recommendations, en-
abling drivers to obtain lower charging tariffs while promoting
PV consumption. We formulate the problem as a Markov
Decision Process (MDP) and design a customized reinforcement
learning (RL) method. Extensive simulations are conducted using
the SUMO simulation platform. Results indicate that compared
to existing methods, our method promotes the PV consumption
ratio by 10.5% and effectively enhances the Quality of Experience
(QoE), thereby increasing the recommendation compliance level
by 17.4%.

Index Terms—Charging recommendation, electric vehicles, PV
consumption, personalized preference, transfer reinforcement
learning.

NOMENCLATURE

A Action space.
D Set of EVs that send charging requests.
G Weighted directed graph that represents the road

network.
H Set of charging stations.
P Transition function.
R Reward function.
S State space.
C Charging price at all stations.
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NEV
t Number of EVs that are queuing at charging sta-

tions and are about to arrive at charging stations
at time instant t.

Np Number of charging poles in charging stations.
T r
t Remaining charging time of charging poles at

time instant t.
T tr
i Travel time of the EV i to all stations.

TW
i Waiting time of the EV i at all stations.

T total
i Time from when the EV i sends a charging

request to when it receives charging service at
all stations.

at Action taken at the environment step t.
cj Charging price at the station j.
ei Battery capacity of the EV i.
fj,t Binary variable which indicates whether there is

surplus PV power at the station j at time instant
t.

lj,t Charging load at the station j at time instant t.
pgenj,t Power generated by PV panels at the station j at

time instant t.
psurplusj,t Surplus power of the PV panels at the station j

at time instant t.
pEV
i Average power consumption of the EV i during

driving.
rt+1 Instantaneous reward.
st State at the environment step t.
tch Charging duration of EVs.
ttotali,j Time spent from when the EV i sends a charging

request to when it receives the charging service
at the station j.

ttri,j Travel time of the EV i to the station j.
twi,j Waiting time of EV i at the station j.
wt
i Weight coefficient of time.

wc
i Weight coefficient of price.

xi,j Binary decision variable which indicates whether
the EV i is recommended to the station j.

A(st, at) Advantage function.
Gλt λ-return.
Q(st, at) Action value function.
QoEi,j Quality of Experience of the EV i if charges at

the station j.
SoCi,t State of charge of the EV i at time instant t.
SoC th

i Charging threshold of the EV i.
V (st) State value function.
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B Number of samples contained in a block.
M Capacity of experience replay buffer.
S Size of cache.
γ Discount factor.
δt TD error.
λ Decay rate.
ωp Weight coefficient of PV consumption.

I. INTRODUCTION

A. Backgrounds & Motivations

IN recent years, renewable energy has been playing an
increasingly important role in the global energy structure.

The electrification of transportation can help mitigate the
differences between the supply and demand of renewable en-
ergy, providing a more environmentally friendly travel option.
Therefore, it has been promoted in many countries and regions,
becoming a significant trend. The report shows that total sales
of electric vehicles (EVs) in China reached 6.9 million in 2022,
a year-on-year increase of 97.1% [1].

However, some consumers still opt for traditional internal
combustion vehicles due to the extra time spent on charg-
ing. Charging scheduling and charging recommendation are
methods to address this issue. Previous research on charging
scheduling mainly focused on when and at how much power
EVs in a charging station (CS) should be charged [2], [3].
In contrast, charging recommendation focuses on vehicles in
transit, helping drivers in determining the most suitable CS for
charging.

Due to the mismatch between charging demand and the
spatial distribution of CSs, CSs in hotspots often experience
queues. In such cases, recommending EV drivers to go to
slightly farther CSs where no queues are present can reduce
the time cost, thus improving the user experience. However,
both past and future charging requests from other vehicles can
affect the current vehicle’s queueing time at the CS, making
it challenging to estimate queueing time.

Quality of Experience (QoE) describes how users perceive
the quality of an application [4]. For charging recommendation
services, the charging price and the time cost before accessing
charging poles affect the drivers’ QoE. Different EV drivers
exhibit distinct preferences for time cost and charging price.
Therefore, the charging recommendation system should con-
sider the needs of different groups to elevate the drivers’ QoE.
However, existing research mainly concentrates on optimizing
time-related metrics, without fully considering the QoE.

With the price reduction of photovoltaic (PV) panels, many
CSs are equipped with PV panels. However, the volatility
and intermittency of PVs make PV consumption challenging.
To this end, CSs can offer discounts on charging prices to
attract EV drivers when there is surplus PV power available.
Existing research on charging scheduling addresses the PV
consumption issue within individual CSs. However, in the
field of charging recommendation, the mobility of EVs isn’t
fully leveraged to address the overall PV consumption problem
across all CSs within a region. This may lead to suboptimal
PV consumption and the charging economy from a global
perspective.

Charging recommendation is a sequential decision-making
problem, which faces a dynamic environment and is difficult
to be described by an explicit model. Recently, reinforcement
learning (RL) has shown great potential in solving such prob-
lems, so it is intuitive to design a charging recommendation
method based on RL. However, there are some challenges:
First, the results of the charging recommendation can only be
known after EVs receive charging services, so the reward is
delayed. In scenarios with few vehicles requesting charging,
the reward is sparse. Classical RL algorithms such as Deep
Q network (DQN) suffer from low learning efficiency, which
is more pronounced under delayed and sparse rewards. Sec-
ond, when the scenario changes, the performance of models
trained in limited scenarios will degrade, and the time cost of
retraining the model from scratch is significant.

B. Contributions

To address the aforementioned issues, this paper proposes a
transfer reinforcement learning based charging recommenda-
tion method that takes into account the diversity of drivers’
preferences, offers drivers three options and considers the
PV consumption at CSs. The contributions of this paper are
outlined as follows:
• We consider the diverse preferences of EV drivers for

time cost and charging price, and provide three modes:
time priority, price priority, and balanced, to improve
the drivers’ QoE. Additionally, PV power consumption
is considered in the charging recommendation problem.

• In order to improve the learning efficiency of the agent,
in the reinforcement learning algorithm, we introduce the
prioritized cache construction mechanism and λ-return.

• A transferable charging recommendation framework is
designed by integrating our customized RL algorithm
with transfer learning to accelerate learning in different
scenarios.

II. RELATED WORK

In the context of the increasing penetration of EVs, the mis-
match between charging demand and the supply of charging
services is becoming increasingly prominent.

Many scholars have explored charging scheduling methods
to address this issue. The work in [5] provides a detailed
review of advancements in the field of EV scheduling from the
perspectives of single- and multiple-CSs, and EV aggregator
levels. The work in [6] proposes a customized actor-critic
method to reduce the charging cost of EV fleets while shaving
peak load. The work in [7] also put forward a model-free RL
based method to optimize charging cost through bidirectional
power flow. The literature mentioned above assumes that
charging power is continuously variable, while the work in
[8] introduces an on-off charging strategy, where the charging
poles can only switch between two states. The work in [9]
provides a different view, it analyzes the factors that affect
the development of CSs and matches charging demand with
supply by influencing the accessibility of CSs.

Different from the above charging scheduling methods
which focus on parked EVs, charging recommendation provide
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CS suggestions for on-the-move EVs, serving as a comple-
mentary solution to this issue. The work in [10] designs
a minimum waiting time CS recommendation policy based
on vehicular networks, but this method can’t provide an
accurate estimate of charging waiting time due to the lack
of information on the number of EVs heading to CSs. On
this basis, a reservation mechanism is introduced in [11] to
improve the accuracy of estimated charging waiting time.
Many advanced charging recommendation strategies have been
further explored. A deadline-driven charging recommendation
algorithm is developed in [12] to minimize waiting time and
increase the number of fully charged EVs. In [13], a Lyapunov
optimization method based charging recommendation strategy
is proposed to reduce the time from requesting the charging
service to accessing it. The work in [14] develops a real-
time charging recommendation system for electric taxis via
data mining, which can assign CSs with minimal time cost
to taxis. In [15], Q-learning is utilized to develop a charg-
ing recommendation method that optimizes both the cost of
traveling to CSs and the cost of charging. Although these user-
oriented methods optimize either time-related or cost-related
metrics, the diversity in charging needs among different groups
is overlooked.

Some studies have noticed the negative experiences that
arise from only considering one factor when recommending
CSs to EV drivers. In [16]–[18], game theory, multi-agent
reinforcement learning (MARL) and heuristic method are
adopted to develop multi-objective charging recommendation
strategies respectively. They all consider objectives related
to time and cost and balance the two objectives using fixed
weights. The advantage lies in its simplicity. However, it does
not take the diversity of user preferences into account. The
work in [19] provides three metrics of time, cost, and distance,
allowing EV drivers to adjust the weights of these metrics.
Although this approach provides great flexibility to EV drivers
and covers different preferences, it may not be practical to
require drivers to set these weights manually.

Many CSs are equipped with PV panels. If utilized ef-
fectively, PVs can reduce charging costs, enhance QoE, and
promote PV consumption. Existing research aims to solve
the problem of PV consumption at individual CSs through
charging scheduling [20]–[23]. In [21], a combination of PV
output prediction methods and state of charge (SoC) based
charging strategies is proposed to enhance PV energy harvest.
Some research on charging recommendation has noticed the
threat posed by the random distribution of charging demand
in time and space to the stable operation of the distribution
system [24], [25], but none of these studies have further
explored the role of charging recommendation in reducing
charging costs and promoting PV consumption. This gap in
the literature serves as one of the motivations for our research.

Most of the aforementioned research adopts heuristic or
optimization algorithms, but these algorithms are usually in-
efficient and cannot provide real-time responses to a large
number of charging requests. Fast forward reasoning speed of
RL makes it suitable for charging recommendation. In [26],
DQN is adopted to minimize the total travel time. However, the
classical DQN suffers from low learning efficiency, especially

in cases of sparse rewards and delayed rewards [27], [28].
Some researchers have designed algorithms specifically for
handling delayed rewards. In [29], the agent is trained by
decomposing return to obtain immediate reward, but this
algorithm is not stable enough to apply to the charging
recommendation problem. In [30], the authors propose the
Delay-Correcting Actor-Critic method to deal with random
delays in the environment, but the assumption of the possible
maximum delay of observations and actions is not obtainable
in charging recommendation. In [31], the authors combined
the λ-return with DQN. Since this algorithm incorporates a
longer time horizon in the credit assignment process, it can
help the agent learn more efficiently in scenarios with delayed
or sparse rewards. Therefore, we adopt this algorithm.

Charging recommendation has to deal with dynamic and
changing environments, so knowledge transfer is crucial.
Previous research has explored diverse methods, including
lifelong learning [32], knowledge distillation [33], and transfer
learning [34]. Transfer learning can transfer knowledge at
different levels, such as demonstration trajectories, model
dynamics, policies, value functions, etc. [35]. Its flexibility
enables agents to swiftly adapt to new environments, making
it suitable for charging recommendation.

The surveyed articles that focus on charging recommenda-
tion are shown in Table I.

TABLE I
SUMMARY OF RELATED WORKS

Number PV Time
cost

Charging
price

Personalized
preference Method

[10] X Heuristic method
[11] X Heuristic method
[12] X Heuristic method

[13] X
Lyapunov

optimization
method

[14] X Data mining

[15] X
Reinforcement

learning
[16] X X Game theory

[17] X X
Reinforcement

learning
[18] X X Heuristic method
[19] X X X Stochastic method

[24] X
Graph

reinforcement
learning

[25] X
Online learning

method

[26] X
Reinforcement

learning

Ours X X X X
Transfer

reinforcement
learning

III. PROBLEM FORMULATION

In this section, we will elaborate on the issues involved in
the charging recommendation system.

The overall architecture of the charging recommendation
system is depicted in Fig. 1. It consists of three main partici-
pants.
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ITC

Fig. 1. Overall architecture of the charging recommendation system.

1) EV: Each EV is equipped with an ei kWh battery, with
a state of charge of SoCi,t ∈ [0, 1]. During the journey, if
the SoC of an EV falls below the charging threshold SoCth

i ,
EV drivers can choose one of three modes: time priority, price
priority, or balanced, based on their preferences for charging
time and price. Subsequently, a charging request is sent out.
Define the set of EVs that send charging requests as D, which
has a cardinality of D. The average power consumption of an
EV is denoted as pEV

i kW.
2) CS: Define the set of CSs as H, which has a cardinality

of H . Each CS is equipped with Np charging poles. Each
CS records the remaining charging time T r

t of each charging
pole and maintains a list of EVs queueing for charging at the
station as well as EVs that are about to arrive for charging,
with a total number of NEV

t . All CSs are equipped with PV
panels, which generate power denoted as pgenj,t . The charging
load at station j is denoted as lj,t. The CS prioritizes using
electricity from the PV panels to charge EVs. When the PV
generation is insufficient, the remaining electricity is supplied
by the grid. When there is surplus PV power, the CS offers
discounted charging prices to incentivize EVs to participate in
PV consumption.

3) Intelligent Traffic Center (ITC): It is represented by an
agent that is capable of processing charging requests in a real-
time manner. The road network can be seen as a weighted
directed graph G = (E ,L), where E represents the set of roads
and L represents the set of intersections. The weight assigned
to each road indicates the average travel speed along that road.
This graph is known to the ITC.

Upon receiving a charging request, the center can recom-
mend a CS for the EV based on the real-time state of the road
network and CSs. Once the EV receives the recommendation
result, it proceeds to the recommended CS to charge for tch

before continuing to its destination. Note that ”real-time” is
relative to the time cost measured in minutes and the delay of
ITC is typically in the order of seconds or even milliseconds.
Therefore, this delay is not considered.

In our settings, drivers are concerned about the charging

price and the time cost. Therefore, if the ith vehicle is
recommended to go to the jth CS, the corresponding QoE
can be defined as:

QoEi,j = 1− ωt
i t

total
i,j /tref − ωc

i cj/c
ref (1)

where ttotali,j is the time spent from when the EV sends a
charging request to when it receives the charging service at
CS j. ttotali,j consists of two parts: ttri,j (the travel time of ith
EV to the recommended CS) and twi,j (the waiting time of ith
EV at the recommended CS). cj denotes the charging price
at CS j. Both tref and cref are reference values, which can
be set according to historical data. wt

i and wc
i represent the

corresponding weight coefficients. In the time priority, price
priority and balanced mode, (ωt

i , ω
c
i ) is set to (1,0), (0,1) and

(0.5,0.5), respectively.
Note that battery degradation is associated with charging

power and cycle counts [36], [37], and does not impact the
time cost or charging price, and therefore, it does not affect
the QoE. Hence, it is not considered.

The charging recommendation, aimed at optimizing the QoE
while mitigating PV curtailment, can be formulated as the
following optimization problem:

max
(1− ωp)

D

∑
i∈D

∑
j∈H

xi,jQoEi,j

+
ωp

H

∑
j∈H

(1−
∫ T

0

psurplusj,t dt
/∫ T

0

pgenj,t dt) (2)

s.t.
∑
j∈H

xi,j = 1, ∀i ∈ D (3)

xi,j ∈ {0, 1}, ∀i ∈ D,∀j ∈ H (4)

where xi,j is a binary decision variable. When it equals to
1, it indicates that the ith EV is recommended to the jth CS,
otherwise, it is equal to 0. wp is used to balance two objectives
and is determined by the ITC operator. psurplusj,t represents the
surplus power of the PV panels at jth CS at time t, which is
defined as follows:

psurplusj,t = max{pgenj,t − lj,t, 0} (5)

The second term in the objective function is referred to as
the PV consumption ratio, indicating the average proportion
of PV power consumed by EVs at each CS.

IV. PROPOSED METHODOLOGY

This section introduces the proposed charging recommen-
dation method. First, we formulate the problem as a Markov
Decision Process. Then, we detail the proposed RL method
with λ-return and priority cache construction. Finally, we
explain how transfer learning transfers knowledge between
different scenarios.

A. Formulation of Markov Decision Process

In this scenario, the ITC observes the current state of the
road network, CSs and EVs, selects an action from the action
space based on this observation, and then receives a reward
based on the outcome of its action in the environment. The
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goal is to learn the optimal policy that maximizes the total
reward over time. The definitions of the action space, state
space, and rewards are as follows:

State space S: The state at environment step t is denoted as
st. When there is no charging request at a certain moment, we
treat it as a state. When there are Nt charging requests from
EVs at actual time t, we treat each charging request as a state.
Therefore, the subscript t in st refers to the environment step,
not the actual time.

The states should be informative enough for the ITC to make
decisions. They should include information from three aspects:
EVs, road network, and CSs. It is very challenging for a neural
network to directly extract useful information for decision-
making from these raw inputs. Therefore, it is necessary to
perform feature extraction on the raw state information to
obtain a high-level state representation.

The travel time to each CS T tr
i = {ttri,1, · · · , ttri,H} can be

estimated using the Dijkstra algorithm as follows:

T tr
i = Dijkstra(G) (6)

Inspired by [24], we assume EVs that sent charging requests
before the current one will arrive at the CSs ahead of the
current one. Therefore the waiting time at each CS T w

i =
{twi,1, · · · , twi,H} can be estimated as follows:

TW
i = min

NEV
t %Np+1

T r
t + tch · floor

(
NEV

t

/
Np
)

(7)

Here, the floor function denotes rounding down to the near-
est integer. Equation (7) represents selecting the NEV

t %Np+
1th values after arranging T r

t in ascending order.
To facilitate the agent’s perception of whether there is

surplus power from the PV panels of each CS, a binary
variable fj,t is defined as follows:

fj,t =

{
1, psurplusj,t 6= 0

0, psurplusj,t = 0
(8)

The states can be defined as follows:

st =


[
0,T ref, 0,Cref, 1,0, ωc

i , ω
p
]
, no request[

tref,T total
i , cref,C, 0,F T total

i
, ωc

i , ω
p
]
, otherwise

(9)

where
T total
i = Tw

i + T tr
i (10)

cref = max{c1, · · · , cH} (11)

C = [c1, · · · , cH ] (12)

F T total
i

=
[
f1,ttotal

i,1
, · · · , fH,ttotal

i,H

]
(13)

Here, tref is a sufficiently large reference value to make the
agent aware that the time cost of choosing the corresponding
action is very high. T ref and Cref are the vector forms of tref

and cref, respectively, each containing H identical elements.
F T total

i
represents whether there is surplus PV power at each

CS at the estimated time of accessing the charging pole.
Note that in the above state representation, we have aug-

mented the information of time, price, and surplus power. Each
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Fig. 2. Overall architecture of the proposed RL method.

aspect of information contains H + 1 elements instead of H ,
corresponding to the action of not recommending any CS and
the H actions of recommending to H CSs. This design ensures
that the agent has full knowledge of all actions.

Action space A: The action space consists of one action of
not recommending any CS and H actions of recommending
to H CSs.

Reward function R: The reward should reflect our optimiza-
tion objective and therefore is defined as follows:

rt+1 =

{
0, no request
−(1− ωp)rEV − ωprPV, otherwise (14)

rEV = ωc
iC[at]/c

ref + ωt
iT

total
i [at]/t

ref (15)

rPV =

{
0, F T total

i
[at] = 1

1, F T total
i

[at] = 0
(16)

Note that since the actual driving time and waiting time
cannot be known in advance, we use their estimated values
instead.

Transition function P: In this scenario, the state of the
environment is influenced not only by the previous state and
the action taken but also by exogenous random factors such
as randomly appearing new EVs and fluctuations in the power
generated by the PV panels. We denote these random factors
as εt. Therefore, we have:

st+1 = f(st, at, εt) (17)

B. Reinforcement Learning Algorithm

Charging recommendation is a sequential decision-making
problem, which is suitable to be addressed by RL. Monte
Carlo (MC) and Q-learning are the most commonly used
RL methods. However, MC has the drawback of greater
variance in estimation, requiring more samples to converge,
while Q-learning suffers from estimation bias. λ-return, as an
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interpolation of the two, combines the advantages of both,
defined as follows:

Gλt
.
= (1− λ)

T−t−1∑
n=1

λn−1Gt:t+n + λT−t−1Gt (18)

Gt:t+n = rt + · · ·+ γn−1rt+n−1 + γn max
a′

Q(st+n, a
′) (19)

where γ ∈ [0, 1] represents the discount factor, and λ ∈ [0, 1]
is decay rate.

In [31], a recursive computation method is provided to
reduce time complexity:

Gλt = Gt:t+1 + γλ[Gλt+1 −max
a′

Q(st+1, a
′)] (20)

The update formula for the estimated Q-function is:

Q(st, at) = Q(st, at) + α
[
Gλt −Q(st, at)

]
(21)

The state space is typically very large. To generalize over
states, a neural network is often used to approximate the Q-
function instead of a Q-table. When training the Q network,
to improve sampling efficiency, we use an experience replay
buffer to store samples. The capacity of the experience replay
buffer can reach millions, but during each training iteration
of the agent, only a subset of this data is used. It would be
computationally expensive if we were to recursively compute
the λ return for all samples in the entire experience replay
buffer. To address this issue, following [31], we introduce a
cache with a size S much smaller than that of the experience
replay buffer. Before each training epoch, we extract SB blocks
from the experience replay buffer and place them into the
cache. Each block consists of B consecutive samples, and
according to Equation (20), we calculate the corresponding
λ returns for each sample. During the training of the agent,
we only extract data from this cache.

An additional benefit of using a cache is that since the target
is the λ-return, which is computed before each epoch and
remains constant during the training process, it serves as the
target network. Therefore, only a policy network is needed in
the DQN(λ) algorithm.

In the charging recommendation problem, there are no EVs
requesting charging most of the time, so the actions that do
not recommend any CS take the majority of experience replay
buffer. To facilitate the learning of actual recommendations,
inspired by [24], when constructing the cache, data blocks con-
taining more actual recommendation actions are sampled with
a higher probability. Assuming the capacity of the experience
replay buffer is M , blocks are constructed in a sliding window
manner, with each sliding step being 1. There are a total of
M−B+1 data blocks to be sampled in the experience replay
buffer. The proportion of actual recommendation actions in
each data block Bi can be calculated as follows:

k(Bi) = 1− N nr
i

B
(22)

where N nr
i represents the number of actions in Bi that do not

recommend any CS.

The probability of the data block Bi being selected is
defined as:

P (Bi) =


1+p

M−B+1 if k(Bi) > kmedian
1

M−B+1 if k(Bi) = kmedian
1−p

M−B+1 if k(Bi) < kmedian

(23)

where p is a hyperparameter used to adjust the probability and
kmedian denote the median of all k(Bi) values.

To further enhance the performance, two improvements of
DQN are also applied in our algorithm: Dueling Q Networks
[38] and Prioritized Experience Replay (PER) [39].

In PER, experiences with larger TD errors are sampled with
higher priority to ensure the agent focuses more on learning
from its mistakes. TD error is defined as follows:

δt = Gλt −Q(st, at) (24)

The probability of sample wi being selected is defined as:

P (wi) =


1+p
S if |δi| > median (|δ1|, · · · , |δS |)
1
S if |δi| = median (|δ1|, · · · , |δS |)

1−p
S if |δi| < median (|δ1|, · · · , |δS |)

(25)

The Dueling Q network is separated into two streams: the
value stream that estimates the value function of being in a
particular state and the advantage stream that estimates the
advantage of taking each action in that state. The Q value is
calculated by combining the two streams using the following
equation:

Q(st, at) = V (st) +A(st, at)−
1

|A|
∑
a′

A(st, a
′) (26)

The agent can make mistakes sometimes. To prevent the
agent from making incorrect actions that could disrupt the
system’s normal operation, for example: recommending any
CS when no EVs are requesting charging, or not recommend-
ing any CSs when EVs are requesting charging, we draw
inspiration from [40] and design an invalid action masking
mechanism, defined as follows:

at =

{
anr, no EV request
arg max
a 6=anr

Q(st, a), otherwise (27)

The overall architecture of our RL method is shown in Fig.
2. dt is a flag used to indicate whether an episode has ended.
In the diagram of the replay buffer, the samples enclosed in
boxes of different colors represent different consecutive data
blocks.

C. Transfer Learning

Transfer learning (TL) aims to leverage knowledge from the
source domain to improve the learning performance in a target
domain. The source domain refers to the scenario used for pre-
training models. The model trained in the source scenario will
be transferred to a new scenario, that is, the target scenario, for
fine-tuning to obtain the model we need. In previous research,
RL-based charging recommendation algorithms were trained
and tested in the same scenario. If the scenario changes, such
as a change in traffic flow, a new model would need to be
trained from scratch, which consumes a lot of computing
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power, especially when the model is large. As shown in Fig.
3, in our proposed method, the weights of the action value
network in the target domain are initialized to the same values
as those in the source domain. Then, the charging recommen-
dation continues in the new scenario, with fine-tuning of the
action-value network. The data in the replay buffer and cache
are discarded to expedite the agent’s adaptation to the new
scenario.

Action value network

( , )Q s a

( , )Q s a

StateCacheReplay          
buffer

Fine-tuning in target domain

ta

Action value network

( , )Q s aStateCacheReplay          
buffer

Pre-training in sorce domain

|ts 1ts 1tr

Parameter transfer

ta

|ts 1ts 1tr

Fig. 3. Overview of the proposed transfer reinforcement learning method.

V. SIMULATION

A. Scenario and Parameter Settings

To simulate the driving and charging processes of EVs in
the road network, SUMO [41] is used as the traffic simulation
platform. The TRACI interface provided by SUMO allows
us to obtain basic information about EVs, CSs, and the road
network during the simulation process. It also enables the
control of EVs to travel to designated CSs for charging. The
simulation environment operates with a time step of 1 second.
The charging recommendation method is implemented using
Python-Pytorch and runs on a Ubuntu server equipped with
an AMD Ryzen 7 3700X CPU and GeForce RTX 2080 GPU.
Fig. 4 shows the simulation scenario, set in a region of the
urban area of Beijing. In the road network, four CSs are set
up. Each CS is set on the outermost lane of the road, located
at the midpoint of the road, and is connected to the main road
by a single-lane, one-way road. The maximum speed limit on
each road in the network is 50 km/h.

Within the road network, all vehicles are configured as
EVs with identical specifications: the battery capacity is 20
kWh and the average power consumption during driving,
pEV
i , is 10kW. The initial SoC of the battery and the charg-

ing threshold follow uniform distributions in the ranges of
[0.2, 0.4] and [0.14, 0.17], respectively. EV trips are generated
randomly using the script provided by SUMO. During the
journey towards the destination, if the SoC falls below the

CS1

CS3

CS2

CS4

Fig. 4. The topology of the road network.

threshold, a charging request is issued. Subsequently, the ITC
recommends a suitable CS for the EV. The EV then follows
the recommendation, proceeding to the recommended CS for
a 10-minute charge before continuing toward its destination.

The charging prices at each CS are set at 1.3, 2, 1.4, and
1.7 yuan/kWh, respectively, and it is assumed that they remain
constant throughout the entire simulation process. Since the
area we investigate in the simulation is relatively small, for
the sake of simplification, we reasonably assume that the PV
panels at all charging stations generate the same power output.
Here, the PV generation data we used is sourced from [42],
collected during the summer of 2014 with measurements taken
every minute. As the power output from PV panels fluctuates
slowly, we assume that the power remains constant between
adjacent data points.

The Dueling Q Network applied in our method consists of
2 fully connected layers, 1 value layer and 1 advantage layer.
The input and output dimensions of each layer are illustrated
in Table II. The relevant parameters of our method are listed
in Table III. Each episode in the RL method corresponds to a
simulation duration of 1h. The network is trained every 1800
environment steps.

TABLE II
THE STRUCTURE OF DUELING Q NEWORK

Layer name Input dimensions Output dimensions
1st fully connected layer 17 128
2nd fully connected layer 128 128

Value layer 128 5
Advantage layer 128 1

TABLE III
PARAMETERS RELATED TO THE METHOD

Parameters Descriptions Values
lr learning rate 10−4

batch size / 32
γ discount factor 0.999
λ decay rate 0.5
M buffer size 105

S cache size 1600
B block size 200
p priority factor 0.1
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B. Simulation Results

In this subsection, we evaluate the performance of our
method.

1) Validation of proposed RL algorithm: We design a
scenario where an EV is inserted into the road network every
5 seconds (vehicle insertion rate as a shorthand), with the
three modes of recommendation randomly selected. We use
PV generation data from August 13th, 13:00-14:00, with ωP

set to 0.5. Under this scenario, we train the agent using 5
random seeds. The average return curves are shown in Fig. 5.
Here, Prioritized Cache Construction is abbreviated as PCC.
DQN refers to the version with Dueling Q Network and
Prioritized Experience Replay. DQN+λ-return+PCC refers to
the proposed algorithm described in the previous sections.
From Fig. 5, it can be seen that at the end of the training, our
algorithm has the highest average return, followed by DQN+λ-
return and DQN, indicating that λ-return and PCC both im-
prove the algorithm’s performance. Furthermore, our algorithm
exhibits a faster learning rate compared to the version without
PCC. This is because PCC can more effectively utilize the
experiences from actual recommendations.

 

Fig. 5. Average return curves of three RL algorithms.

2) Effectiveness validation of transfer learning: In this part,
we design a scenario where the vehicle insertion rate is 4. We
use PV generation data from August 15th, 14:00-15:00, with
ωP set to 0.2. Due to the differences between this scenario and
the one used in V-B1, the policy obtained from V-B1 is not
entirely suitable for this scenario. Therefore, it is necessary
to retrain the agent. The most straightforward method is to
train a new agent from scratch in this scenario, as we do
in V-B1. Another approach draws inspiration from transfer
learning, where the neural network parameters obtained from
V-B1 are transferred to the neural network being trained in the
current scenario, followed by fine-tuning the network in this
scenario. Fig. 6 illustrates the average return curves during the
training process for the two training methods.

It can be observed that the initial policy with TL is near
optimal, converges faster than learning from scratch, and
outperforms in terms of the final average return. Therefore, TL
can accelerate training and improve performance. Fig. 6 also
illustrates that if the energy demand changes, models trained

in other scenarios still perform well, indicating that the impact
of energy demand changes on the method is limited.
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Fig. 6. The average return curves for the two training methods.

3) Impact on queue length: In this part, to validate the
effectiveness of our method, we compare our method with the
scheme of distance greedy method(i.e., selecting the nearest
CS).

We use the model obtained from V-B1 as the initial model
and fine-tune the model in a high-load scenario, where the
vehicle insertion rate is 0.84, and the probabilities for the three
optional modes are equal, with ωP = 0.

We use the fine-tuned model to test our method in another
high-load scenario (vehicle insertion rate of 0.84, with time
priority, price priority, and balanced in the proportion of (0.9,
0.05, 0.05)) to evaluate its performance in improving the
standard deviation of queued vehicles at each CS.
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Fig. 7. Standard deviation of the number of vehicles queuing at each CS.

From the results in Fig. 7, it can be found that in high-
load scenarios, the distance greedy method can lead to long
queues at hot-spot stations, while others have fewer vehicles
in line, resulting in a high standard deviation. This not only
degrades the QoE of EV drivers but also contributes to
traffic congestion. However, if the majority of drivers prefer
optimizing their time experience, our method can quickly
suppress the increase in standard deviation when it occurs,
maintaining it at a lower level.

4) Impact on QoE: To further evaluate the effectiveness of
our method in improving the QoE of EV drivers, we use the
fine-tuned model to test the QoE under different combinations
of recommendation mode proportions. The vehicle insertion
rate remains at 0.84. We compare our method with the distance
greedy method and the stochastic distributed method described
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Fig. 8. The QoE under different methods.
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Fig. 9. The average charging price and average time cost under different methods.

in [19]. The results are illustrated in Fig. 8. In these figures,
the color of the cells represents the average QoE across all
EVs.

Comparing Fig. 8a Fig. 8b and 8c, it can be observed
that our method consistently achieves higher QoE for all
combinations of recommendation mode proportions, while the
distance greedy method and the stochastic distributed method
result in relatively lower QoE. The average QoE under all
different mode combinations are 0.415, 0.165 and 0.330,
respectively. This demonstrates the superiority of our method.

To further illustrate the performance in improving both time
and cost aspects, Fig. 9 depicts the average charging price and
average time cost. The color of the cells represents the normal-
ized average time cost, while the size of the cells represents
the normalized average charging price. It can be concluded
from Fig. 9 that compared to the distance greedy method,
our method consistently results in smaller average charging
prices and smaller average time costs for all combinations
of recommendation mode proportions. Despite the stochastic
distributed method gaining an advantage in terms of average
time cost, the higher average charging price makes it perform
less effectively in QoE compared to our method.

5) Effectiveness validation of offering three modes: To
illustrate the advantages of providing three optional recom-
mendation modes compared to recommendations based solely
on time-related metrics, we assume that when the QoE exceeds
a threshold, the driver follows the recommendation; otherwise,
the driver rejects the recommendation. We test the recom-
mendation compliance level of our proposed method and time
greedy method in ten random scenarios under different QoE
thresholds. The results are shown in Fig. 10. Although in the
time greedy method, users have only one choice, we assume
that users still have different preferences. Different colored
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Fig. 10. The compliance level under different methods.

lines in the figure represent the compliance levels of different
preference groups as well as the overall compliance level of all
EVs. Each point on the line represents the average compliance
level, and the error bars reflect the standard deviation.

From Fig. 10, it can be found that for the groups opting for
the time priority and balanced modes, the compliance levels
of the two methods are similar. However, since our method
takes into account the needs of the group sensitive to charging
price, it can significantly improve the compliance level for this
group. In Fig. 10, the average total compliance level under five
different QoE thresholds are 0.950 and 0.809, respectively. Our
method has increased the overall compliance level by 17.4%.

6) Impact on PV consumption and charging price: To
validate the effectiveness of our method in promoting PV
consumption and reducing charging price, we fine-tune the
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Fig. 11. The power generated by PV panels and the consumed power at each
CS under different methods.

model in the same scenario as V-B1, except for ωP = 1.
Then, the fine-tuned model is deployed to another scenario
where the vehicle insertion rate is 5, and the PV generation
data is from August 16th, 10:00-11:00. We depict the curves
of the consumed power and PV generation power at each CS
under our method and under distance greedy method in Fig.
11.

Based on Fig. 11, the method of distance greedy results in
a significant gap between the power generated by PVs and
the actual consumed power at CS1 and CS4. Meanwhile, the
power generated by PVs at CS2 is completely consumed for a
prolonged period. This indicates that the vehicles charging at
CS2 have reached capacity saturation, and are not redirected
to other CSs to aid in the PV consumption.

In contrast, when the power generated by PV is not fully
consumed, our method attempts to recommend vehicles to CSs
with available PV power, thereby facilitating PV consumption.
Consequently, these surplus power levels are promptly regu-
lated.

To encourage EVs to participate in the consumption of PV
power, we assume that when there is surplus PV power, the
CS offers a 50% discount on the charging price to attract EV
drivers. This way, the charging recommendation can help EV
drivers reduce charging costs. We further evaluate our method
in ten different scenarios. The result is shown in Fig. 12 and
Fig. 13. The average PV consumption ratios over ten scenarios
are 0.703, 0.636 and 0.697, respectively. Our method enhances
the PV consumption ratio by 10.5%.

From Fig. 12 and Fig. 13, it is evident that across various
testing scenarios, our method not only outperforms in pro-
moting PV consumption but also excels in reducing charging
costs. Thus, it demonstrates the capability to effectively handle
a range of situations.

The typical PV power generation data is obtained through
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forecasting, and due to the uncertainty in production, there
exists a forecasting error. In [43], the error is considered to
follow a normal distribution, and the existing PV forecasting
algorithms [44] have already been able to keep the forecasting
error within a very small range. To study the performance of
our method under production uncertainty, we assume that the
input PV power generation data to our method is based on
the true value with an added error, where the error follows a
distribution of N ∼ (0, 0.03 ∗max{pgen}). From Fig. 12 and
Fig. 13, it can be seen that production uncertainty has only a
slight impact on the PV consumption ratio and the average
charging price. Considering the production uncertainty, our
method remains effective.

VI. CONCLUSION

A. Summary

This paper presents a tailored deep reinforcement learning
method to address the personalized charging recommendation
problem, while also accounting for PV consumption at CSs.
The main contents of our work are as follows:

• We offer three distinct modes to EV drivers, catering to
their individual preferences for charging price and time
cost.

• We investigate the potential of employing charging rec-
ommendation to facilitate PV consumption at CSs.

• We design a transfer reinforcement learning method
that incorporates λ-returns, which enhances learning ef-
ficiency and adaptability to different scenarios.

• Simulation results show that our method is effective in
improving QoE, thereby promoting the recommendation
compliance level by 17.4%. Additionally, it also enhances
the PV consumption ratio by 10.5%.
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B. Future Lines of Research

Before deploying our method in real-world applications,
several improvements and considerations must be addressed.
These aspects will be the focus of our future work, enhancing
the robustness and applicability of our proposed method. These
include devising a decentralized framework to accommodate to
larger-scale CS deployments, enhancing the prediction method
for surplus PV power to improve the PV consumption ratio,
and addressing real-world complexities such as EV non-
compliance with recommendations, varying charging dura-
tions, and the provision of diverse services like fast charging
and battery swapping.

C. Advantages & Limitations

We summarize the advantages and limitations of the pro-
posed method as follows:

Advantages:
• Our method does not require an explicit model to describe

the dynamic environment, and when applied, it only
requires the forward propagation of the neural network,
with a computational speed at the millisecond level.

• Our method integrates λ-return, which can handle de-
layed rewards in charging recommendation problems.

• Due to the integration of transfer learning, our method
has strong adaptability to different scenarios.

• Experimental results verify the effectiveness of our
method in enhancing QoE and promoting photovoltaic
consumption.

Limitations:
• Reinforcement learning learns from trial-and-error inter-

actions, which means that during the training phase, the
experience of some EVs that are randomly recommended
CSs will deteriorate, but this can be mitigated by sim-to-
real transfer during actual deployment.

• The method we propose is centralized, and there will be
service delays when a large number of vehicles make
requests simultaneously.
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